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Human Rights Watch’s comment is based on its research on violence against LGBT people in West Africa by state and non-state actors and the impact of criminalization, risks associated with the exposure of people’s sexual orientation and/or gender identity, and the importance of Meta’s platforms to adequately prevent, moderate, and address the hateful targeting of marginalized groups. 
Violence Against LGBT People in West Africa and the Impact of Criminalization 
There are 64 countries that have laws criminalizing consensual same-sex sexual acts, and nearly half are in Africa. The West Africa region comprises 16 countries, and in nine of them, homosexuality is criminalized with varying degrees of sanctions, ranging from imprisonment to the death penalty.
Across the region, hate campaigns, discrimination and brutal attacks by state and non-state actors against LGBT individuals are widespread.  
In Ghana, persecution against LGBT people escalated with the official introduction of The Promotion of Proper Human Sexual Rights and Ghanaian Family Values Bill 2021 in the Parliament. Police raided and closed an LGBT resource center in February 2021, and unlawfully arrested 21 people during a training workshop and detained them for 22 days. As documented by Rightify Ghana, an organization that advocates for gender and sexual minorities, school authorities regularly dismiss students over allegations about their sexuality. The organization reported harassment, physical assaults, extorsion and threats by police officials and other individuals. 
In Togo, where LGBT people face similar rights violations, very few victims dare to report to the police. In April 2022, around 10 young men were chased off the beach in Lome and beaten for displaying alleged effeminate behavior. Media, including online social media, amplified the incident, prompting anti-LGBTQ statements and threats from government officials and the public. 
In January 2020 in Mauritania, the court of appeal convicted eight men of “committing indecent acts” and “inciting debauchery,” after a video showing them celebrating a birthday party in a restaurant led to their arrest. 
In 2019 in Nigeria, 47 men were put on trial for public displays of affection with members of the same sex, an offense that carries a 10-year prison sentence under the Same Sex Marriage Prohibition law, enacted in 2014. The same year, a court in Kano fined 11 women charged under the state’s Immoral Acts law for allegedly planning a same-sex wedding. In 2022, a Sharia court in Nigeria's northern state of Bauchi sentenced three men to death by stoning after convicting them on charges of engaging in homosexuality. 
In Senegal, mass arrests of men for homosexuality are common, and several burials were refused in Touba, considered a holy city, because of the alleged sexual orientation of the deceased.
Digital platforms represent a lifeline for LGBT people across the region, who resort to online communication to meet, connect, date, raise their voices, share their stories of injustice, and organize their activism. While digital advocacy can contribute to reversing injustices against LGBT individuals, state and non-state actors also use digital methods to monitor and target LGBT people, and they have a critical advantage on their side: anti-LGBT laws.
The hateful targeting of LGBT people online is enabled by their legal precarity offline. The criminalization of same-sex conduct emboldens online hateful targeting, quells LGBT expression online and offline, and serves as the basis for prosecutions of LGBT people. In the absence of legislation protecting LGBT people from discrimination online and offline, both state and non-state actors can target them online with impunity.
Risks of Forced “Outing”
Online harassment, such as exposing LGBT people’s sexual orientation or gender identity without their consent, or “outing” them, can have detrimental consequences that could ruin people’s lives. In contexts where the criminalization of same-sex conduct fuels homophobic violence, LGBT people who are outed online may be subjected to offline violence and discrimination, family violence including conversion practices, extortion, as well as arbitrary arrest and prosecution. 
Forced outing also has a significant chilling effect on LGBT people’s expression, including self-censorship online. Those who cannot or do not wish to hide their identities, or whose identities are revealed without their consent, often face immediate offline consequences that reverberate throughout their lives even years after they are outed.
Governments in the West African region often fail to hold people to account for their hateful online targeting of LGBT people. LGBT people often do not report crimes against them to the authorities, either because of previous attempts in which the complaint was dismissed or no action was taken, or because they reasonably believed they would be blamed for the crime due to their non-conforming sexual orientation, gender identity, or expression. The lack of access to legal redress and protection from discrimination compounds LGBT people’s experiences, including online, contributing to impunity for abuses and silencing LGBT voices in public spheres.
Forced outing and other online harassment also threatens activism around LGBT rights and prevents individuals from advocating in support of LGBT people. Human Rights Watch has documented cases in which security officials as well as ill-intentioned individuals smeared LGBT rights activists online, posted pictures of them online and incited violence against them, driving activism further underground and forcing activists into an impossible reality: severe self-censorship or fleeing their country. 
In October 2023 in Burkina Faso, in the city of Bobo-Dioulasso, a social media user dedicated his account to the fight against homosexuality, organizing live broadcasts and posting videos and pictures of people he identified as LGBT. One of his victims filed a complaint and the day the social media user was summoned by the police, a crowd gathered outside of the police station to support him. Police then assured the crowd that homosexuality was illegal in the country and said that if they knew other LGBT people in their neighborhoods, they should report them to the police. During the three days that followed, LGBT rights activists were attacked and beaten and a lot of them had to flee the city, leaving behind their business, their studies, their families, mostly because their pictures were circulating on social media. Activists reported the death of a gay man on November 16. He received several death threats on Facebook before his death, but no investigation has been opened. On July 10, the country officially announced the criminalization of homosexuality and other associated practices, as part of an overhaul of its family laws. This draft legislation has not yet been passed by the parliament and signed off by junta leader Ibrahim Traoré, but it is already putting more LGBT individuals and human rights defenders at risk. 
In Senegal, where protests against homosexuality are common, two attempts by members of Parliament to reinforce existing legal frameworks have been unsuccessful, in January 2022 and June 2024. On August 15, 2023, police arrested 10 young men during a party in a private home in Senegal’s capital Dakar and detained them at the police station Parcelles Assinies for “acts against nature” and possession of digital content that was deemed “contrary to public decency.” Police detained, beat, extorted, and physically abused them, then released them one month later for lack of evidence. One of them was not able to return to their families for fear of retaliation. On October 28, 2023, in Kaolack, one of the biggest cities located in the Center West of Senegal, a mob dug up the body of a man suspected of having been gay, dragged it through town, and then burned it in an egregious incident that was filmed in a video .  
In Nigeria, where the death penalty is the maximum sentence for homosexual acts, the police regularly conduct mass arrests and parade alleged LGBT people before the media. Consequently, some victims told Human Rights Watch that they had lost their jobs and their families, had to relocate, and even found themselves on the street.
A joint report by two regional organizations, QAYN and ISDAO published in April 2022 entitled “Who is afraid of gender? A study on gender ideology and the anti-gender campaigns that support it in Burkina Faso, Ghana and Senegal,” showed that most LGBT respondents live in a state of permanent fear, and this is partly due to intense digital harassment. According to one participant from Ghana: “People know it is a highly popular and sensitive issue. To be accepted or to make your content go far, you can say whatever you want about LGBT people, and it will be successful. When you are gay you have to be psychologically strong in social media more than in real life.” 
Importance of Meta’s Platforms and Effective Content Moderation
Social media platforms can provide a vital medium for communication and empowerment. At the same time, LGBT people around the world face disproportionately high levels of online abuse. LGBT people and groups advocating for LGBT rights have relied on digital platforms for empowerment, access to information, movement building, and networking. In contexts in which governments prohibit LGBT groups from operating, organizing by activists to expose anti-LGBT violence and discrimination has mainly happened online. While digital platforms have offered an efficient and accessible way to appeal to public opinion and expose rights violations, enabling LGBT people to express themselves and amplify their voices, they have also become tools for repression. 
Meta’s Community Standards place limits on bullying and harassment. They indicate that the platform will “remove content that is meant to degrade or shame” private individuals, including “claims about someone’s sexual activity.” They also reference protections for private individuals against claims about their sexual orientation and gender identity, such as outing of LGBT people.  
Meta says it relies on automation to detect and remove content deemed violative by the relevant platform and recurring violative content, regardless of complaints, as well as in processing existing complaints and appeals where applicable.
Meta does not publish data on automation error rates or statistics on the degree to which automation plays a role in processing complaints and appeals. Meta’s lack of transparency hinders independent human rights and other researchers’ ability to hold its platforms accountable, allowing wrongful content takedowns as well as inefficient moderation processes for violative content, especially in non-English languages, to remain unchecked.
In its 2023 digital targeting report, Human Rights Watch interviewed LGBT people in the Middle East and North Africa region who reported complaining about online harassment and abusive content to Facebook and Instagram. In all these cases, platforms did not remove the content, claiming it did not violate Community Standards or Guidelines. Such content, reviewed by Human Rights Watch, included outing, doxxing, and death threats, which resulted in severe offline consequences for LGBT people. Not only did automation fail to detect this content, but even when it was reported, the automation was ineffective in removing harmful content. As a result, it denied LGBT people access to a timely and effective remedy, which could have limited offline harm.
In 2024, Human Rights Watch initiated the “Secure Our Socials” campaign, which aims to engage Facebook and Instagram to be more transparent and accountable by publishing meaningful data on investment in user safety, including regarding content moderation around the world. The campaign also offers a variety of possible solutions for Meta to keep LGBT people safe on its platforms.
As the largest social media company in the world, Meta should ensure the security of users on its platforms – including by protecting them from egregious offline harm. More rapid, accountable, and transparent content moderation practices can improve Meta’s handling of complaints that are likely to lead to real-world harm. Some types of harmful online content, for example exposing the sexual orientation or gender identity of an individual, pose a heightened risk of harm and need to be addressed expeditiously.
Recommendations
Under the United Nations Guiding Principles on Business and Human Rights, Meta has a responsibility to respect human rights by avoiding infringing on people’s rights, identifying and addressing the human rights impacts of their operations, and providing meaningful access to a remedy. When moderating content on its platforms, Meta’s responsibilities include taking steps to ensure its policies and practices are transparent, accountable, and applied in a consistent and nondiscriminatory manner. Meta is also responsible for mitigating the human rights violations perpetrated against LGBT people on its platforms while respecting the right to freedom of expression.
In developing and applying content moderation policies, Meta should reflect and consider the ways people experience discrimination and marginalization. In this case, Meta should have taken the post down once it was reviewed, and while it was pending review, they should have taken mitigating steps. Mitigating steps include labelling the video and downranking it in such a way that it does not appear in people’s feeds.
 Meta’s content moderators who reviewed the post should have taken down the content, given its infringement on the two men’s right to privacy, and given the number of hateful comments and incitement to violence observed with reshares of that video. The fact that the content was taken down under a different policy violation, , than most people reported it as, reflects the difficulty users face in identifying the right policy. Therefore, if there are over a hundred reports on a piece of content, Meta should check if it violates any of its policies, and not only the policy under which people make the report.
In making its decision, Meta should consider the criminalization of same-sex conduct, which contributes to a climate of fear as well as legal and societal consequences. Meta should revisit its strikes policy to account for the gravity of the content’s consequences and rigorously apply this policy to accounts that contribute to persecution of an already marginalized group, even beyond the 90-day duration. Users did report the content within the 90 days and if Meta had acted expeditiously, the enforcement action would have happened within this window. The reason it happened beyond 90 days is because Meta failed to act in a timely way, rendering its enforcement action ineffective. 
More broadly, to address systemic shortfalls in content moderation practices, Meta should disclose its annual investment in user safety and security including reasoned justifications explaining how trust and safety investments are proportionate to the risk of harm, for each region, language, and dialect. In addition, Meta should publicly disclose the number, diversity, regional expertise, political independence, training qualifications, and relevant language (including dialect) proficiency of staff or contractors tasked with moderating content, as an initial step toward increased transparency. 
Regarding automated content moderation, we urge Meta to disclose the tools that are used for non-English languages, as well as the sources of the training data for each language. In addition, we urge Meta to conduct and publish an independent audit of any language models and automated content analysis tools being applied to each non-English language for their relative accuracy and adequacy in addressing the human rights impacts on LGBT people where they are at heightened risk. 
Meta should publish information regarding when and how automated processes are used (whether alone or with human oversight), the extent to which there is human oversight over any automated processes and how each model is reviewed and updated over time. To do so, Meta should engage in deep and regular consultation with independent human rights groups to identify gaps in its practices that leave LGBT people at risk.
Meta should ensure that its moderators (including contractors) are adequately trained in LGBT rights and threats to their rights in local contexts and that they have a healthy and safe working environment, given that they are reviewing violent anti-LGBT content.
Meta should audit the adequacy of existing safety measures, communicate the outcome of the audit to affected stakeholders, and continue to engage with civil society groups to carry out gap analyses on existing content moderation and safety practices. At minimum, and in consultation with civil society groups, Meta should create a rapid response mechanism so that complaints, including LGBT-specific reports, regarding content are handled in an accessible and speedy manner.
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